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ABSTRACT 
This paper introduces a technique for viewing text objects 
under changing size constraints in 2D environments. Our 
approach automatically combines font size reduction and 
content reduction to preserve legibility of key words. 
Unlike traditional semantic zooming, our approach creates 
intermediate representations and transitions automatically.  
The main benefit is that it provides more meaningful views 
for different object sizes without additional authoring ef-
fort. 
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INTRODUCTION 
When working in 2D environments, such as VIKI [4], or in 
Zoomable User Interfaces, such as those based on Jazz [1], 
authors often organize short notes using spatial arrange-
ments, for example to make sense of material that resulted 
from a brainstorming session. Most computer displays are 
only large enough to show the equivalent of one or two 
pages of text at a readable size. This limitation can have a 
significant effect on external cognition in comparison to 
physical notes on tabletops or whiteboards (for example, 
see [2]). 

When running out of space in computer systems, users of-
ten want to make objects smaller in order to fit more mate-
rial into the limited screen space. Making text objects 
smaller can be done using two main approaches: 

1. Reducing font size, equivalent to scaling or zooming  

2. Reducing content, achieved by replacing the current 
text with a shorter text while preserving certain seman-
tics (e.g. [3])  

We built a prototype system that combines these two ap-
proaches in generating views for reduced size text objects.  
In our prototype, users are able to zoom out to reduce the 
size requirements of all text objects in the 2D workspace.  
Then, the system automatically displays the appropriate 

reduced representation for each text object based on the 
size constraints at the current zoom level. 

RELATED WORK 
Standard semantic zooming requires authors to create mul-
tiple representations for an object and switches between 
them based on the zoom level [1]. Our approach differs 
from standard semantic zooming in that it does not require 
representations to be manually created by the author. In-
stead, it automatically generates representations to support 
a text object’s changing size requirements. 

Shipman et al also proposed reducing text object sizes to 
address limited display space in a 2D environment [4]. 
They concentrated on allocating space for a collection of 
text objects based on multiple foci visualization techniques. 
In contrast, our text reduction concentrates on automati-
cally generating textual representations for changing space 
requirements. 
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Figure 1: The text reduction technique used in our 
prototype. This technique automatically shortens 
text and reduces font size in order to meet the 
user’s space reduction request. 

SCALABLE TEXT 
In the example in Figure 1, the text object initially displays 
three lines of text (top) and is reduced in size through 
zooming in each successive step. When the font reaches a 

 

 

 

 



minimum size, the system automatically replaces the cur-
rent representation with a shortened version of the text at 
the original font size. Our implementation uses cross-
dissolve transparency effects to create smooth transitions 
between reduction levels.   

For our authoring application, we also intend to provide 
awareness of content reduction.  As a result, we plan to 
implement visualizations on each text objects, such as 
thermometers, to indicate the current level of reduction.  
These indicators are intended to provide feedback during 
operations such as editing and scanning of condensed text. 

The automation offered by our technique is achieved 
through a text reducing function. This function generates 
multiple levels of text reduction based on the given size 
requirements. In our application, users author, collect, and 
organize text as part of a sensemaking task. Since users are 
familiar with the textual content in this application sce-
nario, the purpose of text reduction is primarily to allow 
users to recognize text elements they created or selected 
earlier. Therefore the reduced text produced by our reduc-
ing function need not carry full meaning or be comprehen-
sible and strictly correct.   

Because our application focuses on condensing small col-
lections of text snippets or paragraphs rather than larger 
texts, it violates the assumptions of many traditional lin-
guistic techniques [3]. As a result, we have informally ex-
perimented with combinations of several simple methods 
including rankings based on universal word frequencies, 
word length, word position, syntactic role, and TFIDF [3]. 
One common trend we found in several of these rankings is 
that they eliminate short words.  This seems to be a result 
of these words’  frequent occurrence, their appearance in 
stop word lists, and their use in limited syntactic roles. Be-
cause of these similar results, we found that many of these 
reduction techniques work sufficiently well for our pur-
poses.  We expect that user testing will determine whether 
our application requires more complex language models for 
optimal text reduction. 

HOW IT WORKS 
The basic idea behind text reduction is that a given space 
requirement can typically be met by several different com-
binations of the available space-relevant attributes. The 
diagram in Figure 2 illustrates the space of possible font 
size/text length states that a text object can assume. The 
arrows show the resizing transition and the black dots de-
note the states that the text object takes on during that tran-
sition. The curved lines in the diagram connect all states 
that have an equal object size. The object size is roughly 
proportional to the product of font size and text length, so 
the curves have the shape of f(x) = c/x, where c is the area 
(a constant). 

Figure 2 illustrates the oscillating behavior displayed by the 
text sample from Figure 1, in which the system reduces 
font size, and then shortens the text while increasing font 

size. This behavior results from the fact that text reduction 
decreases text length not continuously, but in larger steps, 
such as words or lines. In order not to waste space, the sys-
tem then picks the biggest font size that fits in the available 
space, resulting in the described fluctuation in font size. 
Although this is the particular strategy used in our current 
prototype, other applications can choose different transi-
tions through this graph based on the requirements of the 
task. 
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Figure 2: A graph of text reduction in terms of font 
size and text length.  The black dots indicate the 
states represented in Figure 1. 

CONCLUSIONS 
As future work, we plan to evaluate the impact of auto-
matic text reduction on user performance in a controlled 
user study involving various authoring tasks. We believe 
that scalable text, in addition to increasing practical screen 
size, has the potential to assist users in abstraction.  Using 
reduction techniques such as eliminating common words 
may help users to more easily identify patterns such as rare, 
recurring key words or related concept terms.   
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